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FEATURED RESEARCH

Mixed policy gradient
The accurate estimation of policy gradient (PG) is the core problem of RL. The current PG estimation methods include
data-driven and model-driven, but their estimation errors are limited by value function estimation and model accuracy
respectively. A mixed PG algorithm incorporating data and model is proposed, where the influence of value function
estimation error and model error on PG estimation bias is clarified. Based on this, the weighting coefficient is designed
to realize the minimum bias estimation of the PG, effectively improving the estimation of the update direction. The
experiments in automatic driving show that the mixed PG algorithm achieves the best convergence speed and asymptotic
performance. Compared with the data-driven PG, the convergence speed is improved by 5 times; Compared with the
model-driven PG, the asymptotic performance is improved by 10 times.

Distributional soft actor-critic
The overestimation problem of the value function is the main challenge of RL. Overestimation will provide wrong policy
optimization objectives and severely damage policy performance. This work propose a distributional RL algorithm to
suppress the value overestimation, where it first discovers the origin of the overestimation and derives its analytical form.
Furthermore, it clarifies the mechanism of overestimation suppression with the distributional value function. Combining
the objectives of value distribution and maximum entropy policy, an policy iteration framework of distributional soft
actor-critic is established, and the convergence proof of the optimal solution is presented. The experiments in benchmark
environments show that compared with the current state-of-the-art algorithm, we improve the cumulative return, time
efficiency and value function estimation accuracy by about 20%, 30% and 1000% respectively.

FEATURED PROJECTS

Development of general optimal control problem solver
For the optimal control problem, a general tool chain based on RL is developed, which realizes the functionalities of the
full RL lifecycle including problem definition, policy training, automatic code deployment and HIL test. The core is a
highly modularized and scalable RL library that compatible with many RL algorithms. Besides, it supports automatic
solving and debugging, so that users can focus on theirs problems. It has been proved that the tool chain can obtain the
approximate optimal solution of a large-scale constrained optimal control problem (the number of variables > 100000
and the number of constraints > 800000) in 200000 iterative steps.

Development of scalable and computationally efficient driving intelligence
For the high-level automated driving systems, an integrated control framework is proposed. The decision and control
problems are divided into two levels: static path generation and dynamic optimal tracking, realizing the decoupling of
scenarios and problems. The core of the method is to employ the mixed policy gradient to solve the constrained optimal
control problem in the lower level, so as to improve the efficiency of online computing. On this basis, we put forward
the vehicle-cloud collaborative online iterative learning architecture to support the self-evolution of driving intelligence.
In real road tests, the calculation efficiency is 10 times higher than that of the baseline method.
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